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Abstract

Plan-lT-11 [1 ,2,3,4,5,6] represents a powerful capability
for planning and scheduling of activities to be executed
by interplanetary spacecraft. Its development and
gradual acceptance by conservative flight projects
spans 16 years after a couple of false in the prior 3
years. The development has been both evolutionary
and revolutionary as lessons have been absorbed and
major rewrites have been warranted. The application
and adaptation of Plan-lT  over a dozen mission domains
has resulted in a representation which is rich enough to
encompass virtually any interplanetary mission while at
the same time allowing its use for ground-based manual,
or fully autonomous on-board sequencing. Its applica-
tion to fully autonomous sequencing domains has dem-
onstrated that the next challenge in its development will
be to provide user hooks which ease its use in devel-
oping and beta testing strategies or heuristics which will
perform as desired under actual mission circum-
stances.

Introduction

This p~pcr dcscribcs the various Platl-I’I’  cffor(s wc have

been invo]vcd  with over the years and conclLldcs with some
lessons lcarnccl  and rccollllllcrldaticlrls for fuluw  cnhancc-

mcnts. Plan-IT was original I y dcvclopcd  to “cnbancc”  the
J>crfcmnance  of scqllerlcirlg/scllcclLll ing pcmonncl for-  space-

craft missions. lmmcdiatcly,  wc bccamc  aware  of (Iw need

to rcprcscnt  the problcm  to the user in a visual mnnncl-
(Ganl{  cbarl style timclinc) while nlinimi~i]lg  the user’s
need to undcrs{arrd  what the too] was displaying (o thcm.

Additionally, the tool needed to interact with users on their
own terms, for example, “move this aclivily here,” or

“move this activity anywbcrc  else,” or “shrink this activity
to fit bctwccn these activities,” etc. in addilion the 1001
nccdcd to have the ability to bc quickly adaptable while
having the reimxcntatiomrl  capacity to address c(nnplcx

ity for Real

sequcncin.g  p r o b l e m s ,  I;inally,  (1IC tool ncdxl  (o r e a c t

quickly to Llscr inputs.
Spaccl, abt  Space Station P o w e r  Schcdu]ing proof of

Concept [7], I)ccp  Space Network (IXN) Application [8],

and the Comet Rendezvous As[croid  Flyby (C RAI;)  Dcn~-

onstra[ion [9] were all performed with the first major ver-
sion of Plan-]’l’.  ‘1’hc 110S demo [ 12, 13], (ialilco,  Mars

Pathfinder, Autonomous Nav-Sequencing, Distribution and

Automat ion Tccbnology  Advanccmcnt  of the Colorado
Ilitchhikcr  and Sludcnt  Iixpcrimcnt  of Solar Radiation

(I)ata-(hascr),  Microspacccrafl,  I)istributecl  O b j e c t  Intcr-
facc demonstration, SIKl”F  dcn~ons[ration. and the Cassini
team personnel plan were done with the major revision of

Pku-I’1” called I’lan-11-11.  Currently, wc arc in the midst of
adapting PlaIEE”I’-l  I for Ncw Millcnium’s  Deep Space Chc
Mission. ~’hc following dcscril)tions  of the various Plan-1’l’

adap[a(ions  arc in a general chronological order starling i n
the earl y 80’s,  although sever-al of these eflorls  were done
concurmmtly.

Space Lab

“lhc Spaccl  .ab cfforl  required Plan -1’I’ to operate within  an

alr-cady cxisling  scbcduling systcm, called Iixpcrirncnt
Schcdulirlg  Program (EISP). Plan-1’l”s  task for this appli-

cation was to give the user the ability to tweak an already
existing schcdulc either graphically,  by manual  edits, or by
algorithmic strategies special I y COCIIXI for the SpaccI  .ab
prx)blcm domain. ~’his task illustrated the uscfu]ncss  of the

timclinc  CJLJI  for dealing with schcdulirrg  problems.

Space Station Power Scheduling
Proof of Concept

I’hc Space Station Power Scheduling demonstration was
one of the first sLIcccsscs of Plm-1’l”s  approach. ‘1’his ap-



plication  mquiwci  Plan-I’I’10 work  with sirnplc priorilinxl

ztc(ivitics  and real-time dynamic c}urngcs  to updalc the
schcdLIlc  as changes occurwd  dul-ing its cxccLllion.

Deep Space Network (DSN)
Application

Plan-1’l’ was aclaptcd in six months for scheduling (IIc allo-

cat ion of  DSN an(cnrras aroLtnd  the world. Plan-1’I’ cil-
hmrccments  dcvclopcd  for this problcm  domain included

casing the user edits, handling of generic as well as specific
rcqLlcsls,  and specialized algorithmic strategies. Plaml’I’

was Llwd  as an inicrim  solution  1 0  t h e  f)SN scbcduiing
problcm  until (IIC RcsoLncc Allocation Planning }Iclpcr

(KAI ,PH)  systcm dcvclopmcnt  w a s  complctcd.  Plan-I’l’

succcssfLl]]y demonstrated its capabilities by reducing the

DSN tLlrt~-around  time for scheduling by two orders of

n~agnitLdc  over existing manual schcdulitlg methods.

Comet Rendezvous Asteroid Flyby
(CRAF)  Demonstration

“Ibis w a s  t h e  first succcssfLll  dcnlonslration  of Plan-1’l°s

application to deep sfmcc missions. Additionally, Plan-l-l’
was combined with a natural lar~gLqy  undcmtanding  sys-
lcn] [ 1 O], enabling Plarl-I’I’  to take rcqucs(s  for lhc spacc-

cmft in English form and translate tbcm into ac(ivilics

which were then schccluled. l’his dcmonstr-atcd  t o  JP1.
nlanagcnlcnl  that such a “user-natural” schcdllling system
LWLlld  make s i g n i f i c a n t  conttibLltions to (he Spacccl”af(
conlmand  and control process.

Earth Observing System (EOS)

Pkrn-1’l’  was used to prototype two diflcrcnt  types of nodes
in the IiOS distribLltcd  planning and schcdLlling  systcnl: the

control  ccntcr  for the single cornplcx  inslrLjn}cnt,  and a
remote science scheduling tool for that instrLlnlcnt. ‘1’hc
prototypes were based upon scicncc rcqLlcsts and specifica-
tions for the Advanced Spaccbornc  T’hcrmal Ihnission  Rc-

ilcctancc  Raciiomctcr  (AS2’IIR)  instrument and for the AM 1
pialfol”rn.

For t})c ASrlliR  InslrLlnwnt  Control Center (iCC) im~t(~-
tyi}c, a  scheciuiing  aigo~-ithm incoriwrating  nominai  schui-

ulin.g policy gLlidciines  was cncwdcci  within Pian-I’I’.  Intcr-
faccs  were acidcci wilich coorciina(cci  scilcciuics  with the IiOS

Con(r-ol  Center at the Gociciarci  Sfmcc FJ i.ghl Center, anti
acccp[cci  specific obscrvaticm  rcciLlcsts from a r-emote science

workstation a( the University of Coioracio at Bouicicr. “1’hc
ICC prototype was the only nocic in tile systcm  wilici]  pro
vi~icci fLlii visibility ink)  aii constraints afkcling,  arxi con-

flicts involving, the ASTfiR instrLlnwnt. A ncw averaging

rcsoLlmc was xicicci to Pian-1’l’  to suJ}port rnociciiing  of nlis-
sion gLliciciincs.

I:or imcisc scicncc  planning, the AS’I’IiR scicncc scilcciul-

ing tooi pro(otyi~c  mo(icileci both “soft” scicmcc constraints
(cicsiws) anti “bmi”  instrLlnlcnl  an(i spacecraft ccmstraints
A (iatabxc  of scicncc rcqLrcsts  anti all target visihili(y  oi)-
porlLlnitics was ailed to Piarl-lrl’. A ncw request ciisplay

simwcci (IIC set of requests invoiving  targets wilicb  coulci bc
ohscrvcci over a si~ccificci intcrvai  of time. CJsing this ciis-

play, ti]c scientist could corrlparc  the ruiucsts compcling
fol- spxtcraft rcsoL]rccs  over that interval. A ncw opportu-

nities ciispiay showed ciala aboLlt specific observable targets
over a time intcrvai anti providcci  an intcrfacc for subsctting

these cimiccs by tcicscopc, pointing angle, originai  request,
target, or in(iiviciaal  oppor(Llnity. LJsing (his intcrfacc, the

scientisl  coLJIci  assert the desire for specific observations in

ti~c schcciuiing timclinc. Instrument activities satisfied

instrLln]cnt,  spacccrafl, anti asscrtcci  science obscrvatirrn
constraints. These prototypes contributed to the rcquirc-

mcnts for the IiOS groLlnd  system.

Galileo (GLL)

In 1995, Pian-I’i’-Ii  was aciaptcd  for the Ciaiiico  hlission  to

Jui>i[cr’ as part of the redesign of both flight anti ground
syslcms to w o r k  aroLmci tile partiai  ctcploymcnt of t h e

spacccraf[’s  high grin antenna. The abscncc of a functional

high gain antenna meant tilat the mission’s data wouici

imvc to bc rctur-ncci  at significantly iower  ciata rates. Fiight
softwar-c  was rccicsignc(i  to cmpioy  ciata editing, ccm]iwes-
sion  and buffering to cicai witil  (I1c high data rates  pr{xiuccd
by the spacecraft’s instrLrn~cnts.  In I~igur-c 1 on the ncxl

page is Galiico’s  Llplink ciata flow.
Pian-l”i’-li  aiiowcci  scicncc  planners to mocici the ciata prc)-

ciLlction r-atcs of the various onboarxi instrLirncnts  as wcil  as
the rccorciing, cciiti n.g, compression and bLlffcring  of the
ciata by the spacecraft’s main flight software. By Llsing
l’ian-l-i’-li,  Llscrs were able to acijust  conlrols  on the spac-

craf[’s instrLln~cnts  anti in the main onboard computer to
matci~  tile im)ciLlction of ciata with the si~accctaft’s changing
ci(~wniink bnn(iw,icith  capability

As shown on next page in I;igLlrc 2, Piar~-1’1’-li  was uwci
to pr-odLlcc scciucncc p l a n n i n g  inpLlts  to the [Jplink  Sys-
tern’s scciLlcncc generation software, Sccigcn. IJ y rnocieling
t h e  scciLicnce uscci  to corunmnci Ciali I c e ’ s  tape rccordcr,
Plan-I’l’-I  i producc(i  a map of the ciata that was rccmicci  on
the tape lLXOl”LiCl”.  ‘1’his map was uscci to crcatc a tabie of
playback ciirccti~’cs  used by the onboard flight software to

SCICC1 an(i compress data from ti~c tape rccorLicr before plac-

ing it in the spacccf-af[’s  ciown]ink buffer.
Pian-1’J’-Ii was aiso Llscci  to mmicl  tile process of playing

back cncountcr scciLlcncc clata rccordcd  on Ciaiilco’s  t a p e
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reccwdcr.  By using the tape rccordcr’  map it produced and the Cassini Team
table of playback  dircctivcs, Plmr-1’1’-II  was ahlc to predict

Projection Study
. .

the YOILIIIIC of data to bc rclumcci for the varioLls Onboat-d
instruments as well as the schcdulc of wbcn the data was
expected to art-ivc  on tbc ground. As a playback scqLIcncc
progressed, actual pcrformancc, i.e., actLml arrival time of

Cklta O r l  (}1C ~IOUtK] and aCtUa]  dat:l Vd LI1lIC, Was USCd  t O

acljust P]an-]’l’-][’s  prcdic[s  for sLlbscqucnt  p l a y b a c k s .  If
rcqoircd, a ncw tabic of playback dircc(ivcs coLIld bc gcncr-

atcd by Plan -11’-II  for uplink  to the spacecraft as illustrated
in the abcrvc  il.gurc.

A sbol-t term cflort  (approxilna(cly  two weeks) LIscd  Plan-
1“1’-11 as a forecasting tool for prcctic(ing the slaffing  of

~assini  fl igbt teams ncccssary in order to support varioLls
kinds of operations for the project dul-ing flight. Once Plan-
1“1’-1  I was adapted in a COLIplC  of days, a naive Llscr COUki

apply it to calculate nccdcd personnel sLlpport  for various
opcrationat  mrrdcs dLlring the mission. “Ibis was a Llscfui
!carning cxpcricncc  for’ oLlr team, bccaLrsc  wc ]carnccl that if

a naive user gets closely monitored tutorials to Icarn a sub-
set of the Plaml’1’-l  I cornmimds (in this case over- the ccrursc

of three days), they \vcrc able to Lrsc tbc tool adcqLmtcly.
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Mars Pathfinder (MPF)

Unlike the Galileo effort, the MF)F adaptation of Pkrrl-I’I’-I  I
was used during the clcsign  of the mission as well as for

opcraticsns.  Plan-11’-II  was usccl to gcncratc  many surface
scenarios to cfctcrminc  the viability of the mission given

the rover anti lander designs. In fact, Ml’I; ,wklcd a sensor
anti almost aclclcd an additional battery as a rcsLllt of rLlnning

these various scenarios through p]an-1’I’-II.  I)LIC to MPI~’s
relatively short dcvclopmcnt  time, the project cxploilcd
Plan-I’l’-I1’s  rapid adaptation capatrilitics.  In addition, the
lone MPF adapter designed and codccf spccializccl scheduling

heuristics in Plan-1’I’-I1 during this period of adaptation and
scenar io  gcncraticm  in mdcr  to case MPF”s  activity sc-

qucncc gcncratim  process. Both the rover and Iandcl- am
modeled to the cmnmami  level. Plaml’1’-l  I’s gcncl-atcd

Spacecraft Activity Scqucncc  file (SASII’)  is valiciatcd by
another tool, Scqgcn. However, since not all commands

were rcprcscntcd  in Plan-l’l’-II, those commands not rsftcn
L!scd  were spccificd during the Scqgcn run. MI’l: also ]zK\

additional analysis tools that dealt with tclccotn,  power,
thermal, cphcmcridcs,  and rover geometry modeling whic}l
worked in conjunction with the tclcn~ctry, power, birttcry,
and thermal models within Plan-l’1 ’-I 1. M Pl~ was the first

project in which external tools played a role in how some
of Plaml’~-1 I’s rcsourcc  constraint models wcw  updated.

l“hc uplink  process flow illustrates that Plm-1’l’-ll  and
Seqgcn shared the responsibility for gcncraling the sc-

qucnccs  for flight. As the Icvcl  of activity on the spacecraft
was low dLlring the flight to Mars, Scqgcn was LIscd CXCILE
sivcly  for generating the spacecraft scqLlcnccs  dLlring this

period. However, inlcnsivc  operations on the sLwfacc  of
Mars were planned and gcncra(cd  using Plarl-I’l’-lI.

Autonomous Navigation (AutoNav)
Demonstration

l’his  was a demonstration that illustrated the potential use

of auto-navigation for fire-and-fo~-get deep SPICC missions.
Plawl”l’-II’s  case of adaptation made this scenario possible
within a month.  “l’he scenario was a neat-  cncountcr sc-

qLlcncc  with the asteroid, MclponlcnIc. Plarl-I’I’-lI  acted as

the onboard  planner/scqucnccr that communicated with two
other intelligent subsystems, an auto-navigator and an in-
slI-Ltn~cnt  observation anrrlyz,cr.  “1’bc  Auto-Nav  systcm was

written in MatI.ab  and the observation analy~cr was a too]

c a l l e d  Sccl_Pcrintcr.  Plan-1’l’-I  I rn~iclc~l a simple  inlaging
systcm, tape recorder, IJSN  tracking passes, power, and
gyros. ‘1’hc scqLlcncc  consisted of simple activities that rcp
rcsen[cd optical navigation images, cnginccring,  slcwing,
playbacks of the rccottkxi data over downlink  passes, and
science image observations that could either he single or

mosziic images. Plan-I’I’-Il  Lrtiliz,cd a simple heuristic whose
goal was to keep the spxwcraf[  as busy as possible utilizi-

ng a dynamic priority schcmc for the various activities
that it knew how to cxccutc, However, we did not have
time to incorprsratc any fault rccovcry capabilities in this
demonstration. Plan-1  ”1’-II gcncratcd the seqLlcncc  omthe-fly

jLlst  ahead of real-time cxccLltion  as the sfxlcccrafl  pro-
grcsscd on its trajectory.

“1’hc  execution loop consisted of the following: 1 ) Plan-
1’1’-11 woLIld  qLwry the navigator for optical navigation in-

agc (opnav)  rcq L!csts  for inscrliorr  into the scqLlcncc  bcyorrd
the point where the scqucncc  segment had been frozen. This
rcqLlcst  intct-val v.foLIld vary in dLlratirm  as the from]  seg-
ment did depending on where the spacecraft was in the tra-

jectory;  2) Navigation woukl  rcp]y with its ]ist of requests
specifying the target ids and their coorciinatcs in RA zatKl

])1;[;;  3) Plar~-]’1’-II WOLJld communicate the series of ob-
servations that were not presently in conflict to the
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observation analym  in order 10 dckmninc  if the image con-
sisted of a sin,glc  snapshot or required a mosaic of snap-

shots; 4) the observation analyzer  woLI]d  rcp!y with the
snapshot rcquircmcnts for the observations; 5) f’lan-I’I’-I  I

would then adjust the activity dLm\lior)s for slcwing  and
multiple snapshots if necessary; 6) if conllicts  occutd,

Plan -11’-I  1 would not waste t imc cloing a focused li x to the
scbcclulc  bu( would do a simple priority delete; 7) when

Plan-1’l’-ll  advanced the execution time bar and an activity

requiring imaging was executed, Plaml’I’-1I  would con]nlLI-
nicatc with the observation analy~,cr to display that obscr-
valion;  X) dLlring  steps 1-7, Plm-1’l’-ll  woold inlcnsivcly

attempt to interleave playbacks (if I)SN tracks were avail-
able), with cnginccring  activities.

};ach time Plan-I’l’-II  would  execute the same portion of
the tr:oectory  a different sequence of activities would result.
This  simple approach rcsLlltcd in reasonable near cncoun(cr-
sequences. ‘l’he communication handshake bctwccn the

tbrcc  n~ajor subsysten)s  was the grca[cst  performance im-
pact to the system. However, wc were able to gcncrm  sc-
qucnccs  at this activity level  more qL]ickly  than real-time (5

day cncoun~cr  sequence would be generated and cxccutcd  in
10 minutes).

IJistribution and Autonlation  Tech-
nology Advancen~ent  of the Colo-
rado Hitchhiker and Student IZx-

perin~ent  of Solar Radiation
(I)ata-Chaser)

Pl~II- 1’1’-11 participated will]  the IMa-Chaser cxpcrimcnt,

which involved using several automation technologies with

a tbt-cc  instrument payload package that opcra(cd fmm  the

Shuttle bay. ‘1’hc CHASILR  instrument gathers data from
the LJV, X-Ray, I.ynlan-Alpha wavclcngtbs.  Plan-t’l-11  was

linked with a prototype automation tool that eventually
became  ASI’IIN (A Scheduling and Planning Iinviron-

mcnt).  l’his  complete system was called DCAPS  (DAIA-
CIIASIIR Automated Planner/Schcdulcr).

PlamI’I’-I I provided the graphical user interface, rnodclling
of resource constraints, ancl the types of activities that

would be cxccotcd to accomplish the CHAS[lR  objectives.

Olhcr  constraints imposcci on (he CHAS1;R  instrument by

(hC ShLltt]C WCrC ahX) l) IO(lC]!C(I.  ThC AS1’~~N prOtO(ypC  WaS
a gcnct-al  Pianning  anti hcoris  tic search  engine. IJOr this
cxpcrimcnt  I)CAPS wouk[ gcncra[e  a flrs[ cot  at tile sc-

ciucnce of activities to be pcrf[mneci  by CIIASEIR.  The user

wouki  make “tweaks” or manual cciits to this scciucncc.
I)CAPS woLIiLi tilcn be iteratively rLln improving tile sc-

ciucnce  intcr]cavcci with these user edits. ‘1’his was the first
time a ~cncrai  planning anti heuristic search engine tool
was ovcrlayc(i  on top of Plan-lT-Ii’s rcprcscntatirm.

MicroSpacecraft Demonstration

‘Il~is cicll]ot]s(r[ltic)r]  was buiit  uimn t h e  AutoNav  clcnKm-
stration  by interfacing I>lar~-IT-l i with a pro[crtypc  space-

craft scqL[cncc  executive (that contmliccl the execution

clock) and simulator. Plm-I’I’-1l  was given a sinlplc  set of
Lx)mnlancis  ti)at it WOLl[(i pass on to [tic SCqLICflCC  executive

in micr for the sin)ulator  to run. In aciciition,  anotilcr  in(ci-
iigcnt  subsystem tilat rccogni/cci  fcatorcs  on astcroicis  and

couki track thcm was intcrfaceci  to the system. Pian-I’i’-I1
pktyc(i  the I-oic of a scciucnce generator (as before witil

AutoNav), except during cioscst approach witil  the aslcroid,
i( WOLl[(i  haIKi Off COIllIN211KiiIlg  COOtI”Oi  [0 /d(ASr!’ ZIIIC[  21f(Cr

C’]OSCS(  :lp[Ml)aCh  WOLl]d rCSUIllC itS COIllllland  SC(]LICIICC  .LJCIl-



cration process. l’his is a low Icvcl cfforl that is still ongo

ing.

Distributed Object Interface

Planning and scheduling of spacecraft activities oflcn itl-

vcrlves  (hcitcrativc uscofmultiplcs  oftwarc  tools that deal

with diflcrcmt kinds of domain knowledge. In order to facili-

tatccoc)rdinatcd  LlsccJf tllcsctools,  Plall-I"I'-II:lncla  gcolnc(-
rical observation planning tool were interfaced using the
n e w  ~onlmoa  O b j e c t  R e q u e s t  Broker Architccturc

(03 RIIA)standard.  Observations crcatcdin  the observation

planncrwcrc  loaded into Plan-l”f-11, causing the scbcdLllc
ancl vario Lls resource constraints being modellcd to change.

~han,gcs  made to the observations in Plan-I’I’-II were in~-
mcdiatcly  rcffcctcd  back in the geometric display of the

observation planrrcr.

Spacecraft Infrared Telescope
Facility (SIRTF)

This was another short term cflort  (about two weeks total)

in which wc dcrnonstratcd  one scheduling approach that
SIR’11~  could usc in schcdrrling  their usc of a remote (clc-
scope. The problcm  given to us made the following asser-

tions:  1) treat the science requests coming into the schedule
as being about 300%”  oversubscribed; 2) rely on another
too] to determine the time ncccssary for accomplishing the

scicncc observation (baseci on the instrLln~cnt, the opcr:i-
tioaal mude,  and a set of bctwccn 5 to 30 varying attrib-
utes) [NO’1’li:  this time included cnou.gh quiet time to ac-
coLlnt  for slcwing];  3) model clata sttwa~:c, playback to the
earth, power, and gyro maintenance; 4) split some obscrv:l-
tirrns into a series of cumula~ivc observations; and 5)
schcciule  the observations in a priority-based manner. W e
set Lrp a week’s wor~h of approximately 350 rcq Llcsts  with

two 4-hour DSN ccrvcragc  periods pcr day. ~,ivcn  this set
of inputs Plan-I’I’-Il  was able to generate a conflict free
scbcciulc  wit bin two minotcs.  Plan-1 ”1’-II’s  scbcdLlling hcLl-

ristic for this problem domain took about two days of ef-
fort to develop.

Deep Space One (DSI)

I)uc to the recent redesign of the of the 1)S I mission, ck-
vclrrpmcnt  time for the groLmd system is shorter than any

other deep space mission project (less than a year). Plar~-l’l’-
11 has been cicmonstratcd  over the years to quickly adapt to

various problem ciomains.  ~ccaLlsc  of the previous sLlc-

ccsscs  with Plan-IrI’-II,  tbc 1)S 1 ground team chose it as tbc

too] to pcrforrn the planning and sequencing job for this

mission.

PIw-I-I’-II  is prcsmtly  being adapted as the driving hub of
the uplink  system for the Ncw Millennium Deep Space
One (1)S 1 ) project. Plan-I’l’-Il  will be used in two phases of

the 1)S 1 mission. ‘1’hc first phase is the mission planning,

for which Plar~-I’l’-I1  will bc used to generate a high level or

abstract cLrt  of tbc mission scenarios nccdcd in order to ~ac-

Lwmplisb  the 1>S 1 objectives. During this phase, Plan-l’l’-
11’s modeling of the spacecraft and mission constraints will

actually evolve as the operational phase of the mission

approaches. The  resultant oLltput  of the Mission Phase will
fc-cd into the actual operations phase of the mission. Dur-

ing the opcratiorutl phase of ttic mission, Plan-lT-11  will
be used (o gcncratc  the actual scquenccs  of commands that
will bc oplinkcd  to the spacecraft. In this respect, tbc
ground team can exploit one of Plan-I’1’-II’s  capabilities

that permits tbc linking of actual conunand level  relation-
ships to already gcncratcd scc]ucaccs  of abstract activities at

a later time of mission dcvcloprncnt.  I>lan-I’I’-II’s  n~cxlcling
of the spacecraft as well as the constraints irnposcd  by tbc

mission will be cxtrcmcly  detailed dLming tbc operational
phase of the mission in order to insure the viability of the
scqLlcnccs  (hat will be sent to the spacecraft.

In the figLlrc on the followinp,  page, Plan-I’l’-II  will act as

a driver  for the whole uplink  process. Plan-I’l’-II’s job is to
coordinate the incoming rcqLlcsts and oLrtput varioLls proc-

ucts that can be fed into the gcn_conmland  part of ttlc SYS-
tcm. Cicn_.conlmand  is a batcb-oriented systcm with the

job of translating the cmnmands from human readable
form into binary form for uplinking  to the spacccraf(.  In

addition, other utilities will be used to package files prop-
erly  for Ltplmrding to t}lc spacecraf t .  Plan-I’1’-II  will fxd
and direC[ both gcr]_cornrnar)d  and these ~Ilc [Iplo:ldillg uti!i -

tits. Plan-  1”1’-I  I feeds the varioLis scqLlcnccs, and real-t imc
cornnmnds  to gcn_conmland  in the form of a series of
Spacccrafl Act iv i ty  ScclLrcncc  I:ilcs  (SASIJ)  that  can be
proccsscd by Scqgcn, or Spacecraft ScqLlcncc  F’ilcs (SS1:)  to
bc proccsscci by LIlc scqLIcncc translation process, “slinc”
(scqtran_  2000). ~’hc reason wc have this two-fold  subnlis-
sion process is for validation testing. Scqgcn is a rccog-

ni~cd  event and model sill~lll:ltic)l~-tc)ol  LIscd  by spacecraft
pr-(jccls that has undergone rigoroLls testing and valiclation.
Scqgcn r-cadily  adapts for checking the cmnn~ancls  and their

argLrn~cnt  syntax, but, rcqLlircs extensive adaptation for
performing the aclLad mrrclcling  of the spacecraft. Since

I’1arl-I’1’-I[  has not Llndcrgone the same rigorous testing and
validation, the groLrncl  team will use Scqgcn to validate the
syntax of the commands and their argurncnts.  However, all
of II]C modeling and cons(rairtt  cnforccmcnt  wi] 1 be handled

wi[hin  Plan-I’1’-I1. Once testing and validation is completed,
the uplink  systcrn  will be shortened by clin~inating-Scqgcn

fron~ the process.
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Figure  S: 1)S ] Scqucncc  Process I;low through the took

During  spcccrafl  operations, requests come from several
sources in several cliffcrcnt  forms. The downlink  tclcmctry

systcm produces “data  rcccivcd” acknowledgments and time

correlation updates that must bc fcd into the next uplink
pass to the spacecraft. Adclitionally,  Plan-1’1’-1I  will rcccivc

fmm  the DSN and tclccom  teams the vicwpcriod  and sta-
tion allocations schccluIcLI  for DS 1 in the form of scrvicc

rcqLlcsts. I:rom  t h e  c)ps, cnginccring,  and scicncc t e a m s

P]all-]’l’-I[  integrates rcqucsls  into the scqLIcnccs. F’]atl-I’l’-
11’s integration consists of 1) detailing the rcclLlcsls in the
form of legal commands; 2) insuring the mix of requests

ciocsn’t  violate any spacecraft models or constraints; 3)
generating onc or more scqucnccs of these command in a
single run; and finally 4) generating the necessary producls

bcfot-c invoking the remaining uplink  sys(cm. 1)S I is the
first project in which Plan-1’1’-II  not only defines the prd

ucts that arc sent to tbc spacccrafl, but in which Plan-1’l’-1 I
is also responsible for insuring the viability these pt”odLIc[s.

Spin-Offs

Plan -I’l’-lI has had the challcrrgc  c)f overcoming the 1.lSP
phobia of crmscrvativc,  risk-averse management, so, ~+-+
cflorts  were pursucci  to renovate onc tooi anti buiici a ncw

tool upon the Plan-1”1’ concept. When Scqgcn [ i 4] was
pol-tcd  from a mainframe systcm that Gaiiico  LISCCi to UNIX
workstations, its L3U1’s  conccptLml origins came frtml

Plan-]’i’.  Anotilcr  tool called Activity Plan Generator
(APG1lN)  [ i S] that incorporates a sLIbsct  of I’]amlri’-]i’s

cafxlbilities  was dcvclopcd with a focLls on making the ,wl-
aptation cflrrr( anti ~J~JI more friendly to naive Llscrs. Roth
of these tools arc in usc by various pmjccts.

Conclusions

Plawl”l’  owes its cxtcnsivc  capabilities to the years of cxpc-
r-icncc and knowledge that i~ave been incorporatcci  as a rcsLllt

of being applied to a variety of toLlgh real-wrorld problems
witi~ cxtcrrsivc compicx  interactive mociciing constraints

and activity rcc]ucsts, Many lessons were lcarncci and in-

corporated as Llpdatcs and even complctc  revisions were
made to the tool. Our main sLIcccss  Icsson Icarneci was to
i~avc the internal rcprcscntations of the tool work in a

manner ti~at minimizes tile amount of visualization required
by ti)c  USCI- in orLicr to urrcicrstanci  what the tool is doing

wi~cn  it is executing. I;vcn  tlloLlgil wc have had succcss
iiiLlstrating t i l e  rapici cociing o f  spccializcci scilcciui-
ing/sequencing hcLrristics  for diflcrcnt  problcm  domains,

ti]c folluwing  two areas nccci to bc cxplrmd.

1. Review ilow ti~c rcsourcc constraint models should mtc
tilcmsclvcs  as they respond to activity requests search.

Presently, wc arc using the same subjectively dctcnnincd
rating vai LIcs wc cicfincci  at tile beginning of 1’ian-]”l”s  dc-
vclopmcnt.  ‘1’his is important for the future usc of Plan-I”I’
in an onboar(i spacccraf(  ai~plicatirm.

2. Simplify the schcdLlling heuristic dcvcloprncnt  so na-
ive users can accomplish it on their own. tJnfor(onatcly,
Plarl-11’ “w’i~ards”  arc still rcqL1ired to gcocra(c  more sophis-
ticatcci  scilcciLliing  ilcLlristics.  I f  t h e  rcilrcscntation witilin

ti~c tool coL[hl  be cnbancccl  to monitor how the user intcr-
acls witil  the tool in cicriving a scciucncc,  the hcLlristics

coLIIci be learned.


